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ABSTRACT 

Introduction: Computer-based assessments are commonly used in the physical therapy 

education curriculum.  Feedback is an essential part of the learning process, but what effective 

feedback entails in the computer-based assessment environment is unclear.  Educators may 

choose from knowledge of results, knowledge of correct results, and elaborated feedback. 

Subjects: Students enrolled in a DPT program; N=49. 

Methods: This study was a mixed-methods single-subject quasi-experimental design aimed to 

establish a cause-and-effect relationship between feedback and computer-based assessment 

scores.  Two forms of feedback were assessed during a semester with repeated testing and 

alternating feedback forms.  Students completed an assessment and were given one of two forms 

of feedback: secure exam review with note sheet (content) or strength and opportunities report 

(categorical).  Students then repeated assessments on the same content that included a mix of 

repeat and related exam questions.  Exam scores and question performance were analyzed with 

paired t-tests and logistic regression. Students were surveyed on their feedback preferences.  

Results:  Change scores were significantly higher on exams that received categorical feedback; 

however, baseline scores differed significantly between feedback types.  After correcting for 

differences in baseline scores by calculating relative improvement from baseline, no differences 

were found between feedback types (p=0.7011).  When the two forms of feedback were 

compared between the repeat and related exam questions, content feedback was more effective 

for repeated questions (RR = 1.53, CI95 = 1.12–2.09, p = 0.0031) but not for related questions 

(RR = 1.01, CI95 = 0.76–1.33, p = 0.9997).  Most students (89.75%) preferred content feedback.   

Discussion and Conclusion:  Both forms of feedback, content and categorical, provided similar 

degrees of relative improvement on follow-up exams.  However, content feedback seems better 



when a student encounters repeat questions.  Students also highly preferred content feedback 

over categorical feedback.   

  



INTRODUCTION 

Assessments and feedback are vital components in the learning process and mark a point 

in time to see where the learner is in their journey.1,2 With technology continually advancing, 

health professions education programs have increasingly shifted away from paper-based 

assessments to computer-based assessments for program assessments (e.g., course exams), 

licensure examinations, and other post-professional assessments.3-7  This shift towards computer-

based assessments was accelerated by the Covid-19 pandemic, which required many learners to 

take assessments from home while maintaining exam integrity and security.8-10  With more 

remote learners and more users of computer-based assessments, the balance between providing 

enough feedback for learners to be informed of where they are with maintaining exam integrity 

seems to be in flux.  In addition, computer-based assessment platforms provide various feedback 

options for the educator, and it can be challenging to decipher what may be best for the 

learner.3,11   

The range of feedback options includes everything from being as specific as seeing the 

performance on the exact exam questions with rationale for the question and answers to a 

broader approach, with students receiving performance feedback based on categories of content 

covered.3,12  These options are not all that different than what was provided paper-based; 

however, the added component of remote learning or remote review of exam material opens 

many more layers of exam integrity and security.  With more specific feedback, like exam 

review, the educator risks exposing the exam questions to being copied and then passed on to 

other students.  Students’ actual learning can be questioned with this breach in exam integrity. It 

would be impossible to know if students knew the material or memorized the answers from an 

exposed question.  Contrastingly, with broad performance feedback based on categories or 



question titles, the questions would be protected for future use.  Still, students may not receive 

enough specific feedback to improve their learning when missing concepts.  Test-taking errors 

may go missed for many months, hindering students’ ability to demonstrate what they know.  

This also may prevent the educator from identifying how best to adjust teaching content if they 

are unaware if the errors are from knowledge or strategy.   

The purpose of this paper is to identify whether specific or broader forms of post-

assessment feedback are best for student learning when taking computer-based assessments.  

REVIEW OF THE LITERATURE 

 The most common forms of feedback post-computer-based exams are knowledge of 

results (KR), knowledge of correct results (KCR), and elaborated feedback (EF).13  KR feedback 

is simply the total score or percent score.14  KCR feedback is KR, plus it reveals the question and 

correct answer.14  Finally, EF is more of an informative form of feedback, as opposed to the 

corrective style of KR and KCR, as it typically includes KR and/or KCR with some form of 

question or answer rationale, worked out solutions, or themes or categories for students to 

continually improve.14  Researchers have identified EF, in its various forms, as the most effective 

form of feedback post-computer-based assessments with higher-order learning outcomes.1,3,14-18 

Levant et al.18 specifically studied the use of EF with medical students. It demonstrated a 

significant difference between students at follow-up when receiving EF (3.92 ± 7.12%, p<0.05) 

as compared to KCR (2.29 ± 6.83%).  Although several researchers have seen a significant 

improvement in learning outcomes with EF, a few researchers have identified contradictory 

data.17  Petrovic et al.17 identified KCR (p<0.01, Cohen’s d = 0.877) superior to EF in 

undergraduate students in a digital signal processing course.  This discrepancy may be due to the 

content and population differences utilized in the studies.  Overall, the benefits of EF, based on 



the pooled means, outweigh other feedback forms in improving learning outcomes on retest post-

computer-based assessments.1,3,14-16,18 

 In addition to providing feedback, educators must consider exam integrity and the 

potential for academic dishonesty.  Academic dishonesty in higher education is highly reported, 

with some studies reporting that greater than 90% of students have completed some form of 

academic dishonesty.19-25  Promoting academic integrity among students in the computer-based 

assessment environment while balancing the need for student feedback for learning can be 

challenging.  Assessments can become compromised when students receive scored examinations 

back.26  This causes an increase in the workload of educators by them having to create new 

assessments each year.  Although effective educators commonly revise existing test questions, it 

can be highly time-consuming to rewrite every exam item to create multiple versions of an 

assessment.27  

Another issue with returning scored assessments is that it can cause the following year’s 

students, who may have received the assessment content from a previous student, to narrow their 

review of the material instead of keeping a comprehensive view.26  One way to mitigate this risk 

is to utilize a closed-exam policy in which scored exams are not returned.26,27  This can be 

problematic because under the Family Educational Rights and Privacy Act of 1974 (FERPA), 

students are afforded the right to access and review their assessments.28  FERPA does not require 

that students receive a permanent copy, so other measures should be taken to allow students 

access to their assessments without compromising exam integrity.28 

 Two common ways to balance the risk of exam integrity and the need to provide 

feedback include proctored exam review (KCR) or categorical feedback (EF) with the option to 

review exams during office hours.4  Educators may choose to take time out of class or on 



separate occasions to allow students to review their exams with proctor-like restrictions, 

including prohibiting students from taking notes, having access to their cell phones or computers, 

or leaving the room and returning.  Some computer-based software companies also allow for 

secure exam review, allowing students to review their exams in a lock-down browser.29 

Categorical feedback may also be an option for computer-based software that shows each learner 

a personalized report of their assessment performance based on categories the educator tagged on 

the assessment.  Students can then meet individually with the instructor to look at their specific 

exam performance, to look for test-taking strategies and content errors.28  Both of these options 

can maintain exam integrity while potentially also affording students appropriate feedback for 

learning.     

  Finally, student engagement is integral to allowing feedback to work and help students 

improve and achieve their learning outcomes.30  Educators are primarily on the sending side of 

feedback, whereas students are mainly on the receiving end.  In addition to being open to 

receiving feedback, students also need to understand the feedback and apply it to correct 

errors.1,6,30-33  It falls to the educator to provide feedback that students can understand or properly 

orient students to the style of feedback they will receive so they will best know how to utilize 

it.30   

In addition to faculty providing clear feedback, it does not matter how specific, 

compelling or robust the feedback is; the learning loop will not be closed without student 

engagement in the feedback process.1,6,30-33  Factors identified to play a role in receiving and 

using feedback include student motivation and cognitive ability.  Students who are highly 

motivated and have higher cognitive abilities tend to utilize and capitalize on feedback post-

assessments better than students with low interest and that lack ability to understand the feedback 



given.1  Technology has created many opportunities to make feedback easier and visually 

aesthetic, motivating students to utilize and engage with their feedback; however, educators must 

also understand how to best use all the feedback options.3-5,34 

Karay et al.4 identified that the more informative the feedback, the more students 

improved their learning outcomes.  Further, the use of EF with computer-based assessments was 

better received by students than KR, with students commenting on how the timeliness and clarity 

of feedback were preferred.3  Staggeringly, researchers have identified a trend in students failing 

to read or engage with any feedback.31  Researchers believe this may be due to either a lack of 

motivation on the student’s part or the complexity of the feedback given on the educator’s part, 

or a combination of both.13,31  As educators, utilizing a form of EF that is clear, concise, and 

timely may improve the student’s utilization and motivation to incorporate the feedback into 

error-correcting.3,4,13,31 

METHODS 

Ethics statement 

The study was approved by the institutional review board of Bellarmine University and 

the University of Evansville. Informed consent was received from all subjects.  

Study design 

This study was a mixed-methods single-subject quasi-experimental design aimed to 

establish a cause-and-effect relationship between feedback and computer-based exam scores.  

Participants received all the interventions and therefore not randomly assigned to groups.  

Throughout the experiment, the interventions were alternating in the application (See 

Intervention Section).  Exam scores were the dependent variable, and feedback type and question 

type were the independent variables.   



Subjects 

A sample of convenience was obtained, including the 2021-2022 cohort of Doctor of 

Physical Therapy students enrolled at the University of Evansville and are registered for Medical 

Pathology I.  The convenience sample included 49 participants, which is the total enrollment for 

the course. Descriptive statistics, including sex, undergraduate grade point average (cGPA), and 

graduate grade point average (gGPA), were collected after enrollment (See Table 1).  

Sample size  

A priori power analysis for a paired t-test was carried out with the following assumptions: 

a=0.05, power = 0.90, d = 0.5 using G*Power 3.1.35  With these assumptions, a sample size of 44 

was required.  A total of 49 subjects were included in this study, meeting power requirements.  

The logistic regression's predictive power was calculated based on the number of predictors 

utilized in the logistical regression.  The minimum ratio of 10 to 1, events to the predictor, with a 

minimum sample size of 100, was used.36  A total of 21,119 observations (total number of exam 

questions multiplied by the number of students) were included in this study.  Within those 

observations, the researchers assumed a rate of 20% incorrect answers.  With this assumption, 

over 4,000 events should be observed.  Based upon the 10 to 1 ratio, that would allow the 

researchers to have up to 400 predictors.  The researchers only choose to look at five predictors, 

therefore, the number of events met the minimum ratio required.      

Outcome Measures 

Exam Scores 

The first outcome measure was exam scores.  Each content area had an initial exam and a 

repeat exam.  Each assessment had 30 questions at initial and follow-up; therefore, the student's 

total score for each attempt was out of 30.  Each students’ score was converted to a percentage 



by dividing their total score by 30 and multiplying by 100.  Each student had a baseline (first 

attempt) score and a follow-up (second attempt) score.  Performance between exams was 

analyzed based on the type of feedback received.  There was a total of 6 assessments, with three 

receiving content feedback and three receiving categorical feedback.  The final exam was a 

comprehensive assessment with a total score of 75.  All questions on the final exam were repeat 

questions, and the total score was calculated for each student and converted to a percentage 

score.   

Student Survey 

 Our second outcome measure was a survey question given at the end of the final exam.  

Students were asked to rate which type of feedback they preferred and to what level.  The 

following choices were included:  1) Highly preferred exam review with note sheet over strength 

and opportunities report, 2) Moderately preferred exam review with note sheet over strength and 

opportunities report, 3) Minimally preferred exam review with note sheet over strength and 

opportunities report, 4) Minimally preferred strength and opportunities report over exam review 

with note sheet, 5) Moderately preferred strength and opportunities report over exam review with 

note sheet, 6) Highly preferred strength and opportunities report over exam review with note 

sheet.  Students were only allowed to make one choice on this Likert scale.  A total count for 

each option was utilized to create a total percentage. 

Intervention 

Exams Preparation 

The schedule of the course content was separated by the following content areas: 

cardiovascular, pulmonary, immune/endocrine, gastrointestinal/genitourinary, 



integumentary/oncology, and musculoskeletal.  Each content area had 5-6, 50-minute lectures 

covering the topics.  A total of seven exams were given (6-unit exams and one final exam).  

Exam questions were written by an experienced educator (7 years of Medical Pathology 

teaching) and uploaded into ExamSoft for use on Examplify software.  ExamSoft is a cloud-

based server system that allows users to write questions, curate their exams, add passwords and 

other security features to the exams, and launch the exam to the partner software Examplify.  

Examplify software, the version students use to access their exams, is a lockdown type of 

software that shuts down everything on their laptops, preventing them from accessing content on 

their computer during the assessment.  Students could highlight text, cross-out items, flag 

questions, and type notes within the assessment, as the software allows those features.  The 

software was installed on their laptops.  If a student's laptop stopped working or was unavailable, 

a loaner laptop was provided to the student.     

The first exam contained 30 questions.  The second exam had 60 questions, with 30 from 

the previous exam's content (15 exact repeat questions from the last exam and 15 related 

questions to the content). The other 30 questions were new content questions.  The final exam 

consisted of 30 questions (15 repeats and 15 related) from the last content section and 15 

questions from each previous section for 105 questions.  All of the last 75 questions on the final 

exam were repeat questions and were randomly chosen from the earlier questions between the 

repeat questions and related questions.  Figure 1 depicts each exam's contents and the flow of 

feedback received. 

Once uploaded to ExamSoft by the lead researcher, exam questions were given a unique 

ID.  The unique ID is provided by ExamSoft software after the questions are uploaded to the 

server.  Each exam content question's ID numbers were placed in an excel spreadsheet and then 



randomized to establish which questions were repeated on subsequent exams and which required 

new related questions to be written.  Fifteen questions were then placed in the repeat column, and 

fifteen were placed in a related column.  The related questions were written in reverse to the 

original question but of equal rigor and categorization.  For example, if the initial question 

contained the pathology in the stem and asked about a specific intervention, the related question 

included the intervention in the item stem and asked about the related pathology. Once related 

questions were completed, they were uploaded to ExamSoft for assessment creation.  Each 

assessment was created in ExamSoft software and made available for students to download and 

complete per the schedule in the syllabus.  

Exam Question Categorization 

 Each question was categorized into three categories: (1) Bloom's Taxonomy, (2) NPTE 

content outline, and (3) Medical Pathology.  The following levels of Bloom’s Taxonomy were 

used: knowledge, analysis, and synthesis.37  The following NPTE content outline categories were 

used: examination, evaluation, intervention, and prognosis.38  Medical pathology categories were 

based on the diagnoses featured in the question and were specific to the unit of content being 

assessed.  Exam questions were also categorized as either repeat questions or related to analyze 

each question in the logistic regression.   

Feedback Types 

Feedback was delivered after the initial exam in each content area. Feedback alternated 

between content feedback and categorical feedback as described below. 

Content Feedback. After exams 1, 3, and 5, students received an in-class exam review 

and a note sheet.  The in-class exam review consisted of 15 minutes of instructor proctored time 

when students reviewed a printout of their exam with a provided standard exam review note 



sheet (see Supplemental Digital Content).  The printout included the following information for 

each question: question stem, all four choices, the correct answer, and the student's response.  

Students recorded their test-taking strategy errors, content errors, or other necessary notes for 

their feedback on the note sheet.  However, students were not permitted to copy questions.  At 

the end of the 15-minute proctored review, students returned the exam printout and their note 

sheets. Note sheets were returned to students after review by the instructor.  As with the 

instructor's current exam review policy, questions about exam material were not entertained 

during the exam review time.  However, students were allowed to schedule time with the 

instructor in her office to ask questions regarding exam questions, but students could not look at 

their exam results again.  Students were also asked to refrain from discussing questions with their 

classmates during the exam review period.    

Categorical Feedback. After exams 2, 4, and 6, students received a SOR.  The SOR 

consisted of an itemized sheet that included the student's total score, the mean score of the exam 

as a class whole, how many questions in each category the student got correct or incorrect, and 

the status bar of how the student compares to their peers in each content area.  The students 

accessed this form online and could download a PDF version to keep.  No class time was utilized 

to review or go over the SOR.  Students in this cohort had received previous training on how to 

access, download and use the SOR in the first semester of the DPT program.  Students were also 

allowed to schedule time with the instructor in her office to review questions related to the 

content, but they could not look at their exams. 

Statistical Analysis 

 Data analysis and plotting were carried out in RStudio (Version 1.4.1106, R version 

4.0.5).39  Descriptive statistics are reported as 1) mean ± standard deviation for continuous 



measures and 2) proportions or percentages for categorical measures.  The dependent variable of 

exam performance was analyzed from two different perspectives: 1) average scores for each 

student and 2) proportion of correct answers for each exam question. Differences between initial 

exam scores of the students and repeat exam scores were assessed using appropriate parametric, 

paired t-tests since the data was normally distributed. 

A logistic regression model was used to relate follow-up unit exam question performance 

(i.e., correct vs. incorrect) to the following predictor variables: baseline exam question 

performance, question category on Bloom’s taxonomy, number of days between initial and 

follow-up exams, question type (i.e., repeat vs. related), feedback type (i.e., categorical vs. 

content), and the interaction between question type and feedback type. A similar model was used 

for final exam question performance. However, question type and the interaction between 

question type and feedback type were omitted as all final questions were repeated. Post-hoc 

pairwise analysis of the impact of question type and feedback type was carried out by calculating 

crude and adjusted relative risks and their 95% confidence intervals. 

RESULTS  

Parametric Tests – Paired t-test 

 A total of 49 students were enrolled, and descriptive statistics are shown in Table 1.  The 

mean undergraduate grade point average (cGPA) was 3.75 (SD ± 0.18), and the graduate grade 

point average (gGPA) was 3.54 (SD ± 0.36).  Baseline and follow-up scores for exams in each 

feedback type were averaged, absolute change scores, and used to calculate within-group change 

scores. Baseline, follow-up, and change scores were compared using paired t-tests (Table 2).   

A significant difference was detected between categorical and content feedback favoring 

categorical feedback (p=0.0016); however, baseline scores were significantly different between 



feedback types (p<0.01).  Both baseline and follow-up scores were significantly higher on exams 

with content feedback.  However, to account for this difference in baseline scores, a relative 

change score, the percent possible change, was calculated as follows: 
𝑆𝑐𝑜𝑟𝑒̅̅ ̅̅ ̅̅ ̅̅ 𝑓𝑜𝑙𝑙𝑜𝑤𝑢𝑝−𝑆𝑐𝑜𝑟𝑒̅̅ ̅̅ ̅̅ ̅̅ 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

100−𝑆𝑐𝑜𝑟𝑒̅̅ ̅̅ ̅̅ ̅̅ 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
×

100, where 𝑆𝑐𝑜𝑟𝑒̅̅ ̅̅ ̅̅ ̅̅
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 is the average baseline exam score, and 𝑆𝑐𝑜𝑟𝑒̅̅ ̅̅ ̅̅ ̅̅

𝑓𝑜𝑙𝑙𝑜𝑤𝑢𝑝is the average 

follow-up exam score.  The within-group difference from an absolute change score perspective 

showed a significant difference favoring categorical feedback with a 3.3% difference (p=0.0016). 

The within-group difference from a relative change score perspective showed no significant 

difference (p=0.7011) as both forms of feedback aided the student in improving their 

performance between 44-46%.   

Logistic Regression 

 A logistic regression model was used to estimate the impact of feedback type on the 

probability of a question being answered incorrectly on unit exams (Table 3). A significant 

interaction was found between feedback type and question type (i.e., repeat vs. related). Based 

on our pairwise post-hoc analysis, content feedback was more effective than categorical 

feedback, particularly for repeated exam questions. Compared to content feedback, the crude 

relative risk (RR) of missing a follow-up exam question was significantly higher for both 

repeated and related exam questions (repeated: RR = 1.76, CI95 = 1.39–2.23), p < 0.0001; 

related: RR = 1.24, CI95 = 1.03–1.49, p = 0.0265). After adjusting for baseline question 

performance, question category on Bloom’s taxonomy, and the number of days between initial 

and follow-up exams, content feedback remained more effective than categorical feedback for 

repeated questions (RR = 1.53, CI95 = 1.12–2.09, p = 0.0031) but was no longer superior to 

categorical feedback for related questions (RR = 1.01, CI95 = 0.76–1.33, p = 0.9997).  



 Analysis of final exam scores was consistent with the findings from unit exams (Table 4). 

All questions on the final exam were repeated questions from the unit exams. Not surprisingly, 

there was a significantly higher risk of missing final exam questions with categorical feedback 

compared to content feedback both before (crude RR = 2.03, CI95 = 1.69–2.43, p < 0.0001) and 

after adjustments (adjusted RR = 1.85, CI95 = 1.5–2.28, p < 0.0001). Taken together, these data 

show that content feedback is more effective at improving scores on repeated exam questions. 

However, both types of feedback appear equally effective when exam questions cover related 

material but are not repeated. 

Survey Question 

 Survey question results were totaled, and percentages were created.  Most students (44/49 

or 89.75%) rated the content feedback as preferred over categorical feedback.  For example, 

83.67% of the students chose “Highly preferred exam review with note sheet over strength and 

opportunities report,” with only one student choosing “Highly preferred strength and 

opportunities report over exam review with note sheet.”       

DISCUSSION AND CONCLUSION 

 Based upon the study’s results, it appears that both content and categorical feedback are 

beneficial to improve student learning outcomes.  When assessing the results from an absolute 

change score perspective, it seems content feedback may be better because follow-up scores are 

higher; however, categorical feedback produced a larger absolute change from baseline to 

follow-up.  When we consider baseline score inequality and compare relative change scores, the 

two forms of feedback are nearly identical, improving exam scores by 44% or 46%.  The two 

forms of feedback affect exam scores similarly in a positive way.  Although the two forms of 

feedback produce similar degrees of relative improvement on exam scores, one crucial difference 



emerged in our logistic regression analysis of exam questions.  Content feedback is more 

effective at improving follow-up scores for repeat exam questions.  However, when related exam 

questions are given on follow-up exams, categorical and content feedback appear equally 

effective after adjusting for potential confounders. 

 Caution should be exercised when interpreting these results. It appears that content 

feedback would be best in improving learning outcomes; however, when students were given 

content feedback and related questions, they did not perform as well as they did on repeated 

questions.  Content feedback may cause students to learn the question rather than the topic and 

may provide too specific feedback, narrowing the student’s focus during studying.  The purpose 

of related questions was to test the student’s knowledge on the same topic but in a different way.  

Theoretically, suppose a student reviewed their notes and resources about that topic in general 

instead of just looking for the exact answer. In that case, they should have been better prepared 

for a related question.  But, when given a question on the same topic formatted slightly 

differently, students had a greater risk of getting the question wrong.  The authors suggest that 

the results may identify that students learn the exam questions when exposed to them multiple 

times instead of learning the content.  

 It was not surprising to see the overwhelming response from the students that they 

preferred content feedback over categorical feedback.  Seeing the actual questions and what they 

did correct or incorrect feels like a direct way to receive the necessary feedback to improve 

knowledge; however, as demonstrated in this study, it only allows students to do better on that 

particular question, not on the content in general.  Educators must balance student needs and 

exam integrity with student learning outcomes.  What feels like best practice to students may not 

be best for their learning.  This phenomenon of perceived learning being greater than learning 



measured objectively by exam scores has been identified in other environments as well, such as 

the flipped classroom versus traditional lecture classrooms.40,41 

 This study has two key limitations.  First, the students used in this study were a 

convenience sample that had a limited diversity of age, geographic origin, and racial makeup.  

Because of that, the results of this study may not apply to other student populations.  Secondly, 

researchers did not include any feedback control.  After reviewing the literature, it is clear that 

feedback is an integral part of the learning process; therefore, we did not feel it would be ethical 

to withhold some form of feedback.11,13,31,32,42,43 

 Future research should include a more diverse sample that spans a population with 

greater diversity in age, geographic origin, racial makeup, and other healthcare professional 

programs, allowing more generalizability to other students.  It would also be beneficial to 

compare content feedback to no feedback or categorical feedback to no feedback.  This would 

shed more light on how feedback compares to natural improvement from repeated exposure. In 

addition, other studies could identify different parts of EF and compare to identify more specifics 

on the type of EF that works the best. 

 There are many options for educators to choose from regarding post-computer-based 

assessment feedback.  Consistent with other results, this study identifies that content and 

categorical feedback benefit student learning outcomes.  Depending on the educator’s goal, 

content feedback may be better when performance on repeat questions is to be improved. Still, 

categorical feedback may be better when considering exam security and learning outcomes.  

Both forms of feedback benefit students’ learning in this study, which may suggest educators use 

the type of feedback that works best for them and their learning goals.  
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Tables: 

 
Table 1. Descriptive statistics of 1st year DPT students 

Descriptive Mean (SD) 

Age (Years) 22.33 (1.477) 

Sex 10(M):39(F) 

cGPA 3.75 (0.18) 

gGPA 3.54 (0.36) 

 
 

Table 2. Average Student Scores Across Feedback Types 

 Feedback Type (n = 49)  Between-Group Differences  a

Timepoint Categorical (Mean ± SD) Content (Mean ± SD)  95% CI P-value  b

Baseline 80 ± 6.5 86.8 ± 4.9  -8.6 to -5 <0.0001 

Follow-Up 89.5 ± 4.9 93 ± 3.4  -4.5 to -2.5 <0.0001 

Within-Group Change 9.5 ± 5.5 6.2 ± 4.6  1.3 to 5.2 0.0016 

Within-Group % Change 46.1 ± 23.5 44.2 ± 28.4  -8.1 to 11.9 0.7011 

ᵃ Minimal Detectable Difference = 1.63 

ᵇ P-values for between-group differences were obtained from uncorrected paired t-tests. 

 
 

Table 3. Likelihood of Incorrect Responses on Unit Exams Based on Question Type and Feedback 

Logistic Regression 

Model      

 Term Coefficient (95% CI) Z-value Relative Risk (95% CI) P-value 

 Baseline Score (Correct Answers) -0.05 (-0.05 to -0.04) 12.55 0.96 (0.96 to 0.97) <0.0001 

 Blooms (Application) 0.01 (-0.17 to 0.19) 0.37 1.03 (0.87 to 1.19) 0.7147 

 Blooms (Synthesis) -0.33 (-0.64 to -0.03) 2.15 0.77 (0.55 to 0.98) 0.0318 

 Delay (Days) 0 (-0.01 to 0.02) 0.21 1 (0.99 to 1.02) 0.8363 

 Question (Repeat) -0.02 (-0.27 to 0.22) 0.24 1.03 (0.81 to 1.25) 0.8077 

 Feedback (Content) -0.01 (-0.24 to 0.22) 0.03 1 (0.8 to 1.21) 0.9724 

 Question:Feedback (Repeat:Content) -0.44 (-0.79 to -0.1) 3.51 0.64 (0.45 to 0.84) 0.0005 

 

Notes. The following logistic regression formula was used: P(Incorrect) ~ P(Correct_Baseline) + Blooms + Delay + 

Question * Feedback 

Adjusted McFadden's pseudo-r2 = 0.98. 

      
 

      



 

 

Pairwise Comparisons 

 Comparison 

Crude Relative Risk (95% 

CI) P-value 

Adjusted Relative Risk (95% 

CI) P-value 

 

Related Categorical - Repeat 

Categorical 1.13 (0.92 to 1.38) 0.2407 1.02 (0.76 to 1.36) 0.9984 

 Related Categorical - Related Content 1.24 (1.03 to 1.49) 0.0265 1.01 (0.76 to 1.33) 0.9997 

 Related Categorical - Repeat Content 1.99 (1.61 to 2.46) <0.0001 1.56 (1.15 to 2.1) 0.001 

 Repeat Categorical - Related Content 1.1 (0.89 to 1.35) 0.4073 0.99 (0.74 to 1.31) 0.9998 

 Repeat Categorical - Repeat Content 1.76 (1.39 to 2.23) <0.0001 1.53 (1.12 to 2.09) 0.0031 

 Related Content - Repeat Content 1.61 (1.29 to 2) <0.0001 1.55 (1.16 to 2.05) 0.0007 

 

Notes. Estimated marginal means and odds ratios from the regression model were used to calculate adjusted relative 

risks. 

 
 

Table 4. Likelihood of Incorrect Responses on the Final Exam Based on Feedback 

Logistic Regression 

Model      

 Term Coefficient (95% CI) Z-value Relative Risk (95% CI) P-value 

 Baseline Score (Correct Answers) -0.06 (-0.07 to -0.05) 14.47 0.96 (0.95 to 0.96) <0.0001 

 Blooms (Application) -0.05 (-0.29 to 0.19) 0.09 0.99 (0.79 to 1.19) 0.9309 

 Blooms (Synthesis) 0.22 (-0.08 to 0.52) 1.65 1.26 (0.95 to 1.56) 0.0982 

 Delay (Days) 0.01 (0.01 to 0.02) 7.67 1.01 (1.01 to 1.02) <0.0001 

 Feedback (Content) -0.68 (-0.92 to -0.44) 7.91 0.54 (0.43 to 0.66) <0.0001 

 

Notes. The following logistic regression formula was used: P(Incorrect) ~ P(Correct_Baseline) + Blooms + Delay + 

Feedback 

Adjusted McFadden's pseudo-r2 = 0.99. 

      

Pairwise Comparison      

 Comparison 

Crude Relative Risk (95% 

CI) P-value 

Adjusted Relative Risk (95% 

CI) P-value 

 Categorical - Content 2.03 (1.69 to 2.43) <0.0001 1.85 (1.5 to 2.28) <0.0001 

 

Notes. Estimated marginal means and odds ratios from the regression model were used to calculate adjusted 

relative risks. 

 
 
 
 
 
  



Figure 1: Exam and feedback schedule throughout the semester 

 

 



Supplemental: 

 

Exam Review Note Sheet 

 

Student Name: ____________________ 

 

CIRCLE the appropriate number for the two items below 

Exam Prep 1 

Not Prepared 

2 3 4 5 

Very Prepared 

Test Anxiety 1 

Low 

Stress/Anxiety 

2 3 4 5 

High 

Stress/Anxiety 

 

Reason for Missing Key: 

MR – Misread question 

KD – Knowledge deficit 

GW – Guessed wrong 

CA – Changed answer 

MB – Mental Block 

CD – Couldn’t decide 

 
Question # Reason for Missing Content area to review 
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